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IKG GUJRAL PUNJAB TECHNICAL UNIVERSITY, KAPURTHALA

M. TECH, COMPUTER SCIENCE & ENGINEERING

PROGRAM: Master of Technology in Computer Science & Engineering

It is a Post Graduate (PG) Programme of 2 years duration (4 semesters)
Courses & Examination Scheme:
First Semester

CourseCo | Course Course Title Load Marks Distribution Total Credits
de Type allocation Marks

L* | T* | P Internal External
MTCS Program Mathematical 3 o |o 40 60 100 3
101-18 Core | foundations of

Computer Science

MTCS Program Advanced Data 3 0 40 60 100 3
102-18 Core I1 Structures 0
MTCS Program Machine Learning 40 60 100
105-18 Elective |
3 0|0 3
MTCS Wireless Sensor
106-18 Networks
MTCS Introduction
107-18 tolntelligent
Systems
MTCS Program Data Science 40 60 100
108-18 Elective 11
MTCS Distributed 3 |00 3
109-18 Systems
MTCS Advanced
110-18 Wireless and
Mobile Networks
MTRM Research 2 0 |0 40 60 100 2
101-18 Methodology and
IPR
MTA-xx Audit 2 0 0 0 0 0 0
Course
kk
MTCS Laboratory | Advanced Data 0 0 |4 60 40 100 )
103-18 1 Structures Lab.
MTCS Laboratory | Based on 0 0 |4 60 40 100 2
104-18 2 Electives
TOTAL 16 | 0 8 320 380 700 18

*A course can either have four Hrs Lecture or Three Hrs Lecture + One Hrs Tutorial as per requirement
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Second Semester

Course
Code

MTCS
201-18

MTCS
202-18

MTCS
206-18

MTCS
207-18

MTCS
208-18

MTCS
209-18

MTCS
210-18

MTCS
211-18

MTA-xxx

MTCS
203-18
MTCS
204-18
MTCS
205-18

Course
Type

Program
Core III
Program
Core IV
Program
Elective III

Program
Elective IV

Audit
Course**

Laboratory
3
Laboratory
4

TOTAL

IKG GUJRAL PUNJAB TECHNICAL UNIVERSITY, KAPURTHALA

M. TECH, COMPUTER SCIENCE & ENGINEERING

Course Title

Advance
Algorithms

Soft Computing

Data Preparation
and Analysis

Secure Software
Design
&Enterprise
Computing
Computer Vision

Human and

Computer
Interaction

GPU Computing

Digital Forensics

Based on cores

Based on
Electives

Mini Project with
Seminar

Load

allocation
L* | T*

3 0

3 0

3 0

3 0

2 0

0 0

0 0

2 0
16 | 0

P

Marks Distribution

Internal

40

40

40

40

60

60

60

320

External

60

60

60

60

40

40

40

380

Total

Marks

100

100

100

100

100

100

100

700

Credits

18

*A course can either have four Hrs Lecture or Three Hrs Lecture + One Hrs Tutorial as per requirement
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Third Semester

CourseCo | Course Course Title Load Marks Distribution Total Credits
de Type allocation Marks
L* | T P Internal External

MTCS Program Mobile 40 60 100 03
302-18 Elective V Applications and 3 lo lo

Services
MTCS Compiler for
303-18 HPC
MTCS Optimization
304-18 Techniques
MTOE Open 1.Business 40 60 100 03
301-18 Elective Analytics . 1o .
MTOE Industrial Safety
302-18
MTOE Operations
303-18 Research
MTOE Cost
304-18 Managementof

Engineering

Projects
MTOE Composite
305-18 Materials
MTOE Waste to Energy
306-18
MTCS Dissertation 00 20 60 40 100 7
301-18 -1
MTCS Training™** Industry/ 00 |0 60 40 100 3
305-18 Institutional

TOTAL 6 0| 20 200 200 400 16

** This is to be taken up after ond semester, for 6-8 weeks in summer, in industry / institution of repute.
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Fourth Semester

CourseCo | Course Course Title Load allocation Marks Distribution Total
de Type Marks
L* | T* | P Internal External
MTCS Thesis Dissertation - 11 0 0 |32 60 40 100
401-18
TOTAL 0 0 32 | 60 40 100

*A course can either have four Hrs Lecture or Three Hrs Lecture + One Hrs Tutorial as per requirement

Total Marks of M. Tech Program:1800

Total Credit of M. Tech Program:68

** Audit courses:

COURSE CODE: MTA-xxx

A01. English for Research Paper Writing

A02. Disaster Management

AO03. Sanskrit for Technical Knowledge

A04. ValueEducation

AO05. Constitution of India

A06. Pedagogy Studies

A07. Stress Management by Yoga

A08. Personality Development through Life Enlightenment Skills.
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IKG GUJRAL PUNJAB TECHNICAL UNIVERSITY, KAPURTHALA
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Program Outcomes of CSE (M.Tech.) program: 2018 onwards

The main outcomes of the CSE (M.Tech.)program are given here. At the end of the
program a student is expected to have:

1. An understanding of the theoretical foundations and the limits of computing.

2.An ability to adapt existing models, techniques, algorithms, data structures, etc. for
efficiently solving problems.

3.An ability to design,develop and evaluate new computer based systems for novel
applications which meet thedesired needs of industry and society.

4.Understanding and ability to use advanced computing techniques and tools.

5.An ability to undertake original research at the cutting edge of computer science & its
related areas.

6.An ability to function effectively individually or as a part of a team to accomplish a
stated goal.

7. An understanding of professional and ethical responsibility.

8. An ability to communicate effectively with a wide range of audience.

9. An ability to learn independently and engage in life long learning.

10.An understanding of the impact of IT related solutions in an economic, social and
environment context.
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IKG GUJRAL PUNJAB TECHNICAL UNIVERSITY, KAPURTHALA

M. TECH, COMPUTER SCIENCE & ENGINEERING

Syllabus, course objective and course outcomes for various M.TECH -CSE Subjects:

Course Code MTCS101-18

Course Name Mathematical Foundation of Computer Science
Credits 3

Pre-Requisites Discrete Mathematics

Total Number of Lectures:48
COURSE OBIJECTIVE

0 Tounderstand the mathematical fundamentals that is prerequisites for avariety of courses like

Data mining, Network protocols, analysis of Web traitic, Computer securily, Soitware engineering,

Computer architecture, operating systems, distributed systems, Bioinformatics, ivtachine tearning.

0 To developthe understanding ofthe mathematical and logical basis to many modern techniques in
information technology like machine learning, programming language design, and concurrency.

0 To study various sampling and classification problems.

LECTURE WITH BREAKUP

NO. OF LECTURES

Unit 1

Probability mass, density, and cumulative distribution functions, Parametric families of
distributions, Expected value, variance, conditional expectation, Applications of the
univariate and multivariate Central Limit Theorem, Probabilistic inequalities,
Markovchains.

7

Unit 2

Random samples, sampling distributions of estimators, Methods of Moments and
Maximum Likelihood.

Unit 3

Statistical inference, Introduction to multivariate statistical models: regression and
classification problems, principal components analysis, The problem of overfitting model
assessment.

Unit 4

Graph Theory: Isomorphism, Planar graphs, graph coloring, Hamilton circuits and Euler
cycles. Permutations and Combinations with and without repetition. Specialized

techniques to solve combinatorial enumeration problems.

11
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IKG GUJRAL PUNJAB TECHNICAL UNIVERSITY, KAPURTHALA

M. TECH, COMPUTER SCIENCE & ENGINEERING

Unit 5 10

Computer science and engineering applications

Data mining, Network protocols, analysis of Web traffic, Computer security, Software
engineering, Computer architecture, operating systems, distributed systems,
Bioinformatics, Machine learning.

Unit 6 5

Recent Trends in various distribution functions in mathematical field of computerscience for
varying fields like bioinformatics, soft computing, and computer vision.

COURSE OUTCOMES
After completion of course, students would be able to:

0 Tounderstand the basic notions of discrete and continuous probability.

0 To understand the methods of statistical inference, and the role that sampling distributions play in
those methaods
0 To be able to perform correct and meaningful statistical analyses of simple to moderate complexity.

References:

1. John Vince, Foundation Mathematics for Computer Science, Springer.

2. K. Trivedi.Probability and Statistics with Reliability, Queuing, and Computer Science
Applications. Wiley.

3. M. Mitzenmacher and E. Upfal.Probability and Computing: Randomized Algorithms and Probabilistic
Analysis.

4. Alan Tucker, Applied Combinatorics, Wiley

Course Code MTCS102-18

Course Name Advanced Data Structures

Credits 3

Pre-Requisites UG level course in Data Structures

Total Number of Lectures:48

COURSE OBJECTIVE

0 The student should be able to choose appropriate data structures, understand the ADT/libraries,
and use it to design algorithms for a specific problem.

0 Students should be able to understand the necessary mathematical abstraction to solve problems.
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IKG GUJRAL PUNJAB TECHNICAL UNIVERSITY, KAPURTHALA

M. TECH, COMPUTER SCIENCE & ENGINEERING

0 To familiarize students with advanced paradigms and data structure used to solve algorithmic

problems.
0 Student should be able to come up with analysis of efficiency and proofs of correctness.
LECTURE WITH BREAKUP NO. OF LECTURES
Unit 1 y

Dictionaries: Definition, Dictionary Abstract Data Type, Implementation of Dictionaries.

Hashing: Review of Hashing, Hash Function, Collision Resolution Techniques in Hashing,
Separate Chaining, Open Addressing, Linear Probing, Quadratic, Probing, Double
Hashing, Rehashing, Extendible Hashing.

Unit 2

T

Skip Lists: Need for Randomizing Data Structures and Algorithms, Search and Update
Operations on Skip Lists, Probabilistic Analysis of Skip Lists, Deterministic Skip Lists

Unit 3 D

Trees: Binary Search Trees, AVL Trees, Red Black Trees, 2-3 Trees, B-Trees, Splay Trees

Unit 4 12

Text Processing: Sting Operations, Brute-Force Pattern Matching, The Boyer-Moore
Algorithm, The Knuth-Morris-Pratt Algorithm, Standard Tries, Compressed Tries, Suffix
Tries, The Huffman Coding Algorithm, The Longest Common Subsequence Problem
LCS), Applying Dynamic Programming to the LCS Problem.

Unit 5 n0

Computational Geometry: One Dimensional Range Searching, Two Dimensional Range
Searching, Constructing a Priority Search Tree, Searching a Priority Search Tree, Priority
Range Trees, Quadtrees, k-D Trees.

Unit 6 b

Recent Trends in Hashing, Trees, and various computational geometry methods for
efficiently solving the new evolving problem.

COURSE OUTCOMES

After completion of course, students would be able to:

0 Understand the implementation of symbol table using hashing techniques.

Develop and analyze algorithms for red-black trees, B-trees and Splay trees.

0
0 Develop algorithms for text processing applications.
0 Identify suitable data structures and develop algorithms for computational geometry problems.
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M. TECH, COMPUTER SCIENCE & ENGINEERING

References:

1. Mark Allen Weiss, Data Structures and Algorithm Analysis in C++, 2nd Edition, Pearson, 2004.

2. M T Goodrich, Roberto Tamassia, Algorithm Design, John Wiley, 2002.

Course Code MTCS201-18

Course Name Advanced Algorithms

Credits 3

Pre-Requisites UG level course in Algorithm Design and Analysis

Total Number of Lectures:48

COURSE OBJECTIVE

0 Introduce students to the advanced methods of designing and analyzing algorithms.

0 The student should be able to choose appropriate algorithms and use it for a specific problem.

problems.

0 To familiarize students with basic paradigms and data structures used to solve advanced algorithmig

difficulties.

0 Students should be able to understand different classes of problems concerning their computation

0 Tointroduce the students to recent developments in the area of algorithmic design.

LECTURE WITH BREAKUP

NO. OF LECTURES

Unitl

Sorting: Review of various sorting algorithms, topological sorting

Graph: Definitions and Elementary Algorithms: Shortest path by BFS, shortest path in
edge-weighted case (Dijkasra's), depth-first search and computation of strongly
connected components, emphasis on correctness proof of the algorithm and time/space
analysis, example of amortized analysis.

Unit 2

Matroids: Introduction to greedy paradigm, algorithm to compute a maximum weight
maximal independent set. Application to MST.

Graph Matching: Algorithm to compute maximum matching. Characterization of
maximum matching by augmenting paths, Edmond's Blossom algorithm to compute
augmenting path.
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M. TECH, COMPUTER SCIENCE & ENGINEERING

Unit 3 9

Flow-Networks: Maxflow-mincut theorem, Ford-Fulkerson Method to compute
maximum flow, Edmond-Karp maximum-flow algorithm.

Matrix Computations: Strassen's algorithm and introduction to divide and conquer
paradigm, inverse of a triangular matrix, relation between the time complexities of basic
matrix operations, LUP-decomposition.

Unit 4 10

Shortest Path in Graphs: Floyd-Warshall algorithm and introduction to dynamic
programming paradigm. More examples of dynamic programming.

Modulo Representation of integers/polynomials: Chinese Remainder Theorem,
Conversion between base-representation and modulo-representation. Extension to
polynomials. Application: Interpolation problem.

Discrete Fourier Transform (DFT): In complex field, DFT in modulo ring. Fast Fourier
Transform algorithm. Schonhage-Strassen Integer Multiplication algorithm.

Unit 5 10
Linear Programming: Geometry of the feasibility region and Simplex algorithm.
NP-completeness: Examples, proof of NP-hardness and NP-completeness.

One or more of the following topics based on time and interest

Approximation algorithms, Randomized Algorithms, Interior Point Method, Advanced
Number Theoretic Algorithm.

Unit 6 5

Recent Trands in problem solving paradigms using recent searching and sorting
techniques by applying recently proposed data structures.

COURSE OUTCOMES

After completion of course, students would be able to:
0 Analyze the complexity/performance of different algorithms.

Determine the appropriate data structure for solving a particular set of problems.

0
0 Categorize the different problems in various classes according to their complexity.
0 Students should have an insight of recent activities in the field of the advanced data structure.
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References:
1. "Introduction to Algorithms" by Cormen, Leiserson, Rivest, Stein.
2. "The Design and Analysis of Computer Algorithms" by Aho, Hopcroft, Ullman.
3. "Algorithm Design" by Kleinberg and Tardos.



12| Page
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M. TECH, COMPUTER SCIENCE & ENGINEERING

Research Methodology and IPR

Course Code: MTRM-101-18, Credits :2

Lectures: 1hrs/week

Course Outcomes:

At the end of this course, students will be able to
0 Understand research problem formulation.
Analyze research related information

0
0 Follow research ethics
0

Understand that today’s world is controlled by Computer, Information Technology, but tomorrow
world will be ruled by ideas, concept, and creativity.

0 Understanding that when IPR would take such important place in growth of individuals & nation, it
is needless to emphasis the need of information about Intellectual Property Right to be promoted
among students in general & engineering in particular.

0 Understand that IPR protection provides an incentive to inventors for further research work and
investment in R & D, which leads to creation of new and better products, and in turn brings about,
economic growth and social benefits.

Syllabus Contents:

Unit 1: Meaning of research problem, Sources of research problem, Criteria Characteristics of a good
research problem, Errors in selecting a research problem, Scope and objectives of research problem.

Approaches of investigation of solutions for research problem, data collection, analysis, interpretation,
Necessary instrumentations

Unit 2: Effective literature studies approaches, analysis Plagiarism, Research ethics,

Unit 3: Effective technical writing, how to write report, Paper

Developing a Research Proposal, Format of research proposal, a presentation and assessment by a
review committee

Unit 4: Nature of Intellectual Property: Patents, Designs, Trade and Copyright. Process of Patenting and

Development: technological research, innovation, patenting, development. International Scenario:
International cooperation on Intellectual Property. Procedure for grants of patents, Patenting under PCT.

Unit 5: Patent Rights: Scope of Patent Rights. Licensing and transfer of technology. Patent information
and databases. Geographical Indications.

Unit 6: New Developments in IPR: Administration of Patent System. New developments in IPR; IPR of
Biological Systems, Computer Software etc. Traditional knowledge Case Studies, IPR and IITs.
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References:

1. Stuart Melville and Wayne Goddard, “Research methodology: an introduction for science &

”nm

engineering students
Wayne Goddard and Stuart Melville, “Research Methodology: An Introduction”

Ranjit Kumar, 2nd Edition , “Research Methodology: A Step by Step Guide for beginners”
Halbert, “Resisting Intellectual Property”, Taylor & Francis Ltd, 2007.

Mayall , “Industrial Design”, McGraw Hill, 1992.

Niebel, “Product Design”, McGraw Hill, 1974.

N oo wWN

Asimov, “Introduction to Design”, Prentice Hall, 1962.

8. Robert P. Merges, Peter S. Menell, Mark A. Lemley, “ Intellectual Property in New Technological
Age”, 2016.

9. T.Ramappa, “Intellectual Property Rights Under WTQ", S. Chand, 2008
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Course Code MTCS202-18

Course Name Soft Computing

Credits 3

Pre-Requisites Basic knowledge of mathematics

TotalNumberofLectures: 48

COURSE OBJECTIVE

0 Tointroduce soft computing concepts and techniques and foster their abilities in designing

appropriate technique for a given scenario.

To implement soft computing based solutions for real-world problems.

To give students knowledge of non-traditional technologies and fundamentals of artificial neural

networks, fuzzy sets, fuzzy logic, genetic algorithms.

0 To provide student hand-on experience on MATLAB to implement various strategies.

LECTURE WITH BREAKU

NO. OF LECTURES

Unit 1:

INTRODUCTION TOSOFTCOMPUTING ANDNEURALNETWORKS: Evolution of
Computing: Soft Computing Constituents, From Conventional Al to Computational
Intelligence: Machine Learning Basics.

7

Unit 2

FUZZY LOGIC: Fuzzy Sets, Operations on Fuzzy Sets, Fuzzy Relations, Membership
Functions: Fuzzy Rules and Fuzzy Reasoning, Fuzzy Inference Systems, Fuzzy Expert
Systems, Fuzzy Decision Making.

Unit 3

NEURAL NETWORKS: Machine Learning Using Neural Network, Adaptive Networks,
Feed forward Networks, Supervised Learning Neural Networks, Radial Basis Function
Networks : Reinforcement Learning, Unsupervised Learning Neural Networks, Adaptive
Resonance architectures, Advances in Neural networks

10

Unit4

GENETIC ALGORITHMS: Introduction to Genetic Algorithms (GA), Applications of GA in
Machine Learning: Machine Learning Approach to Knowledge Acquisition.

Unit5

Matlab/Python Lib: Introduction to Matlab/Python, Arrays and array operations,
Functions and Files, Study of neural network toolbox and fuzzy logic toolbox, Simple
implementation of Artificial Neural Network and Fuzzy Logic.

13
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Unit 6 5

Recent Trands in deep learning, various classifiers, neural networks and genetic
algorithm. Implementation of recently proposed soft computing techniques.

COURSE OUTCOMES
After completion of course, students would be able to:

0 Identify and describe soft computing techniques and their roles in building intelligent machines

Apply fuzzy logic and reasoning to handle uncertainty and solve various engineering problems.

0
0 Apply genetic algorithms to combinatorial optimization problems.
0

Evaluate and compare solutions by various soft computing approaches for a given problem.

References:

1. Jyh:Shing Roger Jang, Chuen:Tsai Sun, EijiMizutani, Neuro:Fuzzy and Soft Computingl7,
Prentice:Hall of India, 2003.
2. George J. Klir and Bo Yuan, Fuzzy Sets and Fuzzy Logic:Theory and Applications17, Prentice Hall, 1995.

3. MATLAB Toolkit Manual
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ELECTIVE SUBIJECTS

Course Code MTCS 105-18

Course Name Machine learning

Credits 3

Pre-Requisites

Total Number of Lectures:48

COURSE OBJECTIVE

0 To learn the concept of how to learn patterns and concepts from data without being explicitly
programmed in various IOT nodes.

0 To design and analyse various machine learning algorithms and techniques with a modern outlook
focusing on recent advances.

0 Explore supervised and unsupervised learning paradigms of machine learning.

0 To explore Deep learning technique and various feature extraction strategies.

LECTURE WITH BREAKUP NO. OF LECTURES

Unit 1: 10

Supervised Learning (Regression/Classification)

0 Basic methods: Distance-based methods, Nearest-Neighbours, Decision Trees,
Naive Bayes

0 Linear models: Linear Regression, Logistic Regression, Generalized Linear
Models

0 Support Vector Machines, Nonlinearity and Kernel Methods

0 Beyond Binary Classification: Multi-class/Structured Outputs, Ranking
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Unit 2: 7
Unsupervised Learning
e Clustering: K-means/Kernel K-means
e Dimensionality Reduction: PCA and kernel PCA
e Matrix Factorization and Matrix Completion

e Generative Models (mixture models and latent factor models)

Unit 3 6

Evaluating Machine Learning algorithms and Model Selection, Introduction to Statistical
Learning Theory, Ensemble Methods (Boosting, Bagging, RandomForests).

Unit 4 9

Sparse Modeling and Estimation, Modeling Sequence/Time-Series Data, Deep Learning
and Feature Representation Learning.

Unit 5 9
Scalable Machine Learning (Online and Distributed Learning)

A selection from some other advanced topics, e.g., Semi-supervised Learning, Active
Learning, Reinforcement Learning, Inference in Graphical Models, Introduction to
Bayesian Learning and Inference.

Unit 6: 5

Recent trends in various learning techniques of machine learning and classification
methods for IOT applications. Various models for 10T applications.

COURSE OUTCOMES

After completion of course, students would be able to:

0 Extract features that can be used for a particular machine learning approach in various 10T
applications

0 To compare and contrast pros and cons of various machine learning techniques and to get an
insight of when to apply a particular machine learning approach

0 To mathematically analyse various machine learning approaches and paradigms.

References:

1. Kevin Murphy, Machine Learning: A Probabilistic Perspective, MIT Press, 2012
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2. Trevor Hastie, Robert Tibshirani, Jerome Friedman, The Elements of Statistical Learning, Springer 2009

(freely available online)

3. Christopher Bishop, Pattern Recognition and Machine Learning, Springer, 2007.
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Course Code MTCS106-18

Course Name Wireless Sensor Networks
Credits 3

Pre-Requisites Wireless Communication

Total Number of Lectures: 48

COURSE OBJECTIVE

0 Architect sensor networks for various application setups.

0 Devise appropriate data dissemination protocols and model links cost.

knowledge of the various protocols at various layers.

0 Understanding of the fundamental concepts of wireless sensor networks and have a basic

0  Evaluate the performance of sensor networks and identify bottlenecks.

LECTURE WITH BREAKUP

NO. OF LECTURES

Unit 1:

Introduction to Wireless Sensor Networks: Course Information, Introduction to
Wireless Sensor Networks: Motivations, Applications, Performance metrics, History and
Design factors

Network Architecture: Traditional layered stack, Cross-layer designs, Sensor Network
Architecture

Hardware Platforms: Motes, Hardware parameters

Unit 2:

Introduction to ns-3: Introduction to Network Simulator 3 (ns-3), Descriptionof the ns-3
core module and simulation example.

Unit 3:

Medium Access Control Protocol design: Fixed Access, Random Access, WSN
protocols: synchronized, duty-cycled

Introduction to Markov Chain: Discrete time Markov Chain definition, properties,
classification and analysis

MAC Protocol Analysis: Asynchronous duty-cycled. X-MAC Analysis
(Markov Chain)
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Unit 4:

Security: Possible attacks, countermeasures, SPINS, Static and dynamic key distribution. |8

Unit 5:
Routing protocols: Introduction, MANET protocols

Routing protocols for WSN: Resource-aware routing, Data-centric, Geographic Routing, |10
Broadcast, Multicast

Opportunistic Routing Analysis: Analysis of opportunistic routing (Markov Chain)

Advanced topics in wireless sensor networks.
Unit 6:

ADVANCED TOPICS 4

Recent development in WSN standards, software applications.

COURSE OUTCOMES
After completion of course, students would be able to:

0 Describe and explain radio standards and communication protocols for wireless sensor networks.

0 Explain the function of the node architecture and use of sensors for various applications.

0 Be familiar with architectures, functions and performance of wireless sensor networks systems and
platforms.

References:

1. W. Dargie and C. Poellabauer, “Fundamentals of Wireless Sensor Networks —Theory and
Practice”, Wiley 2010

2. KazemSohraby, Daniel Minoli and TaiebZnati, “wireless sensor networks -Technology,

Protocols, and Applications”, Wiley Interscience 2007

3. Takahiro Hara\Vladimir |. Zadorozhny, and Erik Buchmann, “Wireless Sensor Network

Technologies for the Information Explosion Era”, springer 2010
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Course Code MTCS107-18

Course Name Introduction to Intelligent Systems

Credits 3

Pre-Requisites Data Structures and Data Management or Data Structures

Total Number of Lectures: 48

COURSEOBJECTIVE

0 Theaim

ofthecourseistointroducetothefieldofArtificiallntelligence( Al)withemphasisonitsusetosolvereal
worldproblemsforwhichsolutionsaredifficulttoexpressusingthetraditionalalgorithmicapproach.It
explorestheessentialtheorybehindmethodologiesfordevelopingsystemsthatdemonstrateintelligent
behaviourincludingdealingwithuncertainty,learning from experience and following problem solving

LECTURE WITH BREAKUP

NO. OF LECTURES

Unit 1:

Biological foundations to intelligent systems I: Artificial neural networks, Back-
propagation networks, Radial basis function networks, and recurrent networks.

Unit 2:

Biological foundations to intelligent systems II: Fuzzy logic, knowledge Representation
and inference mechanism, genetic algorithm, and fuzzy neural networks.

Unit 3:

Search Methods Basic concepts of graph and tree search. Three simple search methods:
breadth-first search, depth-first search, iterative deepening search. Heuristic search
methods: best-first search, admissible evaluation functions, hill- climbing search.
Optimization and search such as stochastic annealing and genetic algorithm.

Unit 4:

Knowledge representation and logical inference Issues in knowledge representation.
Structured representation, such as frames, and scripts, semantic networks and
conceptual graphs. Formal logic and logical inference. Knowledge-based systems
structures, its basic components. Ideas of Blackboard architectures.

Unit 5:

Reasoning under uncertainty and Learning Techniques on uncertainty reasoning such as
Bayesian reasoning, Certainty factors and Dempster-Shafer Theory of Evidential
reasoning, A study of different learning and evolutionary algorithms, such as statistical
learning and induction learning.
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Unit 6: 5

Recent trends in Fuzzy logic, Knowledge Representation.

COURSE OUTCOMES
After completion of course, students would be:

0 Able to demonstrate knowledge of the fundamental principles of intelligent systems and would be able
to analyses and compare the relative merits of a variety of Al problem solving techniques.

References:

1. Luger G.F. and Stubblefield W.A. (2008). Artificial Intelligence: Structures and strategies for Complex
Problem Solving. Addison Wesley, 6th edition.

2. Russell S. and Norvig P. (2009). Artificial Intelligence: A Modern Approach. Prentice-Hall, 3rd edition.

Course Code MTCS108-18
Course Name Data Science
Credits 3
Pre-Requisites

Total Number of Lectures:48
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COURSEOBJECTIVE

0 Provide you with the knowledge and expertise to become a proficient data scientist.

0 Demonstrate an understanding of statistics and machine learning concepts that are vital for data

science;

0 Produce Python code to statistically analyses a dataset;

Critically evaluate data visualizations based on their design and use for communicating stories from

data;

LECTURE WITH BREAKUP NO. OF
LECTURES

Unit 1: 6

Introduction to core concepts and technologies: Introduction, Terminology, data science

process, data science toolkit, Types of data, Example applications.

Unit 2: 7

Data collection and management: Introduction, Sources of data, Data collection and

APls, Exploring and fixing data, Data storage and management, Using multiple data

sources.

Unit 3: 10

Data analysis: Introduction, Terminology and concepts, Introduction to statistics, Central

tendencies and distributions, Variance, Distribution properties and arithmetic,

Samples/CLT, Basic machine learning algorithms, Linear regression, SVM, Naive Bayes.

Unit 4: 11

Data visualization:Introduction, Types of data visualization,Data for visualization:Data

types, Data encodings, Retinal variables, Mapping variables to encodings, Visual

encodings.

Unit 5: 7

Applications of Data Science,Technologies for visualization, Bokeh (Python)

Unit 6: 7

Recent trends in various data collection and analysis techniques, various visualization
techniques, application development methods of used in data science.

COURSE OUTCOMES
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On completion of the course the student should be able to

0 Explain how data is collected, managed and stored for data science;

0 Understand the key concepts in data science, including their real-world applications and the toolkit
used by data scientists;

0 Implement data collection and management scripts using MongoDB
References:

1. Cathy O’Neil and Rachel Schutt. Doing Data Science, Straight Talk fromthe Frontline. O’Reilly.

2. Jure Leskovek, Annand Rajaraman and Jeffrey Ullman. Mining of Massive Datasets. v2.1, Cambridge

University Press.

Course Code MTCS109-18

Course Name Distributed Systems

Credits 3

Pre-Requisites Database Management Systems

Total Number of Lectures: 48

COURSEOBJECTIVE
* Tointroducethefundamentalconceptsandissuesofmanaginglargevolumeofshareddatainaparall
elanddistributedenvironment,andtoprovideinsightintorelatedresearchproblems.

LECTURE WITH BREAKUP NO. OF LECTURES

Unit 1: INTRODUCTION

Distributed data processing; What is a DDBS; Advantages and disadvantages of DDBS;
Problem areas; Overview of database and computer network concepts

DISTRIBUTED DATABASE MANAGEMENT SYSTEM ARCHITECTURE

Transparencies in a distributed DBMS; Distributed DBMS architecture; Globaldirectory
issues.
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Unit 2:
DISTRIBUTED DATABASE DESIGN

Alternative design strategies; Distributed design issues; Fragmentation; Data allocation.

SEMANTICS DATA CONTROL
View management; Data security; Semantic Integrity Control. 11
QUERY PROCESSING ISSUES
Objectives of query processing; Characterization of query processors; Layers of query
processing; Query decomposition; Localization of distributed data.
Unit 3:
DISTRIBUTED QUERY OPTIMIZATION
Factors governing query optimization; Centralized query optimization; Ordering of
fragment queries; Distributed query optimization algorithms.
TRANSACTION MANAGEMENT
The transaction concept; Goals of transaction management; Characteristics of

o . 11
transactions; Taxonomy of transaction models.
CONCURRENCY CONTROL
Concurrency control in centralized database systems; Concurrency control in DDBSs;
Distributed concurrency control algorithms; Deadlock management.
Unit 4:
RELIABILITY 8
Reliability issues in DDBSs; Types of failures; Reliability techniques; Commit protocols;
Recovery protocols.
Unit 5:
PARALLEL DATABASE SYSTEMS 6

Parallel architectures; parallel query processing and optimization; load balancing.
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Unit 6: 4
ADVANCED TOPICS

Mobile Databases, Distributed Object Management, Multi-databases.

COURSE OUTCOMES

After completion of course, students would be:

0 Design trends in distributed systems.

0 Apply network virtualization.

0 Apply remote method invocation and objects.

References:
1. Principles of Distributed Database Systems, M.T. Ozsu and P. Valduriez, Prentice-Hall, 1991.
2. Distributed Database Systems, D. Bell and J. Grimson, Addison-Wesley, 1992.

Course Code MTCS110-18

Course Name Advanced Wireless and Mobile Networks
Credits 3

Pre-Requisites Computer Networks

Total Number of Lectures: 48

COURSE OBJECTIVE

0 The students should get familiar with the wireless/mobile market and the future needs and challenges.

0 To get familiar with key concepts of wireless networks, standards, technologies and their basic
operations

0 Tolearn how to design and analyse various medium access

0 Tolearn how to evaluate MAC and network protocols using network simulation software tools.

0 The students should get familiar with the wireless/mobile market and the future needs and challenges.
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LECTURE WITH BREAKUP

NO. OF LECTURES

Unit 1: INTRODUCTION:

Wireless Networking Trends, Key Wireless Physical Layer Concepts, Multiple Access
Technologies -CDMA, FDMA, TDMA, Spread Spectrum technologies, Frequency reuse,
Radio Propagation and Modelling, Challenges in Mobile Computing: Resource poorness,
Bandwidth, energy etc.

WIRELESS LOCAL AREA NETWORKS:

11
IEEE 802.11 Wireless LANs Physical & MAC layer, 802.11 MAC Modes (DCF& PCF) IEEE
802.11 standards, Architecture & protocols, Infrastructure vs. Adhoc Modes, Hidden
Node & Exposed Terminal Problem, Problems, Fading Effects in Indoor and outdoor
WLANs, WLAN Deployment issues.
Unit 2:
WIRELESS CELLULAR NETWORKS:
1G and 2G, 2.5G, 3G, and 4G, Mobile IPv4, Mobile IPv6, TCP over Wireless Networks, 10
Cellular architecture, Frequency reuse, Channel assignment strategies, Handoff
strategies, Interference and system capacity, Improving coverage and capacity in cellular
systems, Spread spectrum Technologies.
Unit 3:
WiMAX (Physical layer, Media access control, Mobility and Networking), IEEE 802.22
Wireless Regional Area Networks, IEEE 802.21 Media Independent Handover Overview
WIRELESS SENSOR NETWORKS 8
Introduction, Application, Physical, MAC layer and Network Layer, Power Management,
Tiny OS Overview.
Unit 4: WIRELESS PANs
Bluetooth AND Zigbee, Introduction to Wireless Sensors. 4
Unit 5: SECURITY
Security in wireless Networks Vulnerabilities, Security techniques, Wi-Fi Security, DoSin |10

wireless communication.
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Unit 6:
ADVANCED TOPICS 5

IEEE 802.11x and IEEE 802.11i standards, Introduction to Vehicular Adhoc Networks

COURSE OUTCOMES

After completion of course, students would be:

0

Demonstrate advanced knowledge of networking and wireless networking and understand various
types of wireless networks, standards, operations and use cases.

Be able to design WLAN, WPAN, WWAN, Cellular based upon underlying propagation and performance
analysis.

Demonstrate knowledge of protocols used in wireless networks and learn simulating wireless
networks.

Design wireless networks exploring trade-offs between wire line and wireless links.

Develop mobile applications to solve some of the real world problems.

References:

1.
2.

Schiller J., Mobile Communications, Addison Wesley 2000
Stallings W., Wireless Communications and Networks, Pearson Education 2005

Stojmenic Ivan, Handbook of Wireless Networks and Mobile Computing, John Wiley and Sons Inc 2002

Yi Bing Lin and ImrichChlamtac, Wireless and Mobile Network Architectures, John Wiley and Sons Inc
2000

Pandya Raj, Mobile and Personal Communications Systems and Services, PHI 200
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Course Code MTCS206-18

Course Name Data Preparation and Analysis
Credits 3

Pre-Requisites

Total Number of Lectures: 48

COURSEOBJECTIVE
Topreparethedataforanalysisanddevelop meaningfulDataVisualizations

LECTURE WITH BREAKUP

NO. OF LECTURES

Unitl:
Data Gathering and Preparation:

Data formats, parsing and transformation, Scalability and real-time issues.

Unit2:
Data Cleaning:

Consistency checking, Heterogeneous and missing data, Data Transformation and
segmentation.

11

Unit3:
Exploratory Analysis:

Descriptive and comparative statistics, Clustering and association, Hypothesis
generation.

13

Unit4: Visualization:

Designing visualizations, Time series, Geolocated data, Correlations and connections,
Hierarchies and networks, interactivity.

15

COURSE OUTCOMES

After completion of course, students would be:
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